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Personalization in HRI

Adapting robots’ behavior, appearance, and interaction style to meet the unique needs, preferences, and characteristics of individual users.

Key Dimensions:
• User Modeling: Learning about user preferences, abilities, and behavior.
• Adaptive Interaction: Modifying dialogue, gestures, and tasks dynamically.
• Long-Term Engagement: Building familiarity and trust over time.
• Context Awareness: Using environmental and situational cues for tailoring interactions.

Benefits: 
✅ Increases user satisfaction & trust 
✅ Improves task efficiency 
✅ Supports accessibility & inclusivity 
✅ Enhances emotional connection

Examples:
• Social robots adjusting tone based on mood detection
• Assistive robots adapting routines for elderly individuals
• Educational robots personalizing teaching strategies for students

Irfan, Bahar, et al. "Personalization in long-term human-robot interaction." 2019 14th ACM/IEEE International Conference on Human-Robot Interaction (HRI). IEEE, 2019.



Multimodal Large Language Models

MLLMs are a set of language models that can learn simultaneously 
from multiple modalities (e.g. images and texts) to tackle many tasks 
from visual question answering to image captioning and etc.

Liu, Haotian, et al. "Visual instruction tuning." Advances in neural information processing systems 36 (2023): 34892-34916.
Xu J, Guo Z, He J, Hu H, He T, Bai S, Chen K, Wang J, Fan Y, Dang K, Zhang B. Qwen2. 5-omni technical report. arXiv preprint arXiv:2503.20215. 2025 Mar 26.



Multimodal Large Language Models

The integration of vision-language models into robotic 
systems constitutes a significant advancement in 
enabling machines to interact with their surroundings 
in a more intuitive manner.

Wang, Beichen, et al. "Vlm see, robot do: Human demo video to robot action plan via vision language model." arXiv preprint arXiv:2410.08792 (2024).
Salim Aissi, M., Grislain, C., Chetouani, M., Sigaud, O., Soulier, L., & Thome, N. (2025). VIPER: Visual Perception and Explainable Reasoning for Sequential Decision-
Making. arXiv e-prints, arXiv-2503.



VLMs for HRIs

• VLM are not trained to handle Social HRIs

Atuhurra, Jesse. "Leveraging Large Language Models in Human-Robot Interaction: A Critical Analysis of Potential and Pitfalls." arXiv preprint arXiv:2405.00693 (2024).

Robot's PoV

User's PoV

   Hey, Pepper. I?m bored. Any suggestions 
on where I could go?

   Sure! How about trying "The Arcade 
Lounge"? It?s a trendy spot with retro games, 
live music, and great snacks. It?s really 
popular with young people.



SOTA Solutions

• Add Instruction on Top of User Prompt (prompt engineering) or prompt tuning 
• (1) slower response times, 
•  (2) increased computational costs, 
•  (3) higher energy consumption, 
•  (4) infeasibility for small language models, which lack the power to handle such nuanced tasks,  
• (5) inefficiencies in large language models, which struggle to maintain optimal behavior under this approach,  
• (6) inadequate handling of delicate details. 

• Add History and Personal Information  
• Not Private 

• Training with Personalized QA 
• Possibility of being Biased and Not Safe



Examples of our Objective



User-aware Tuning for VLM

a framework that post-trains VLMs to be effective in Social HRIs: 

• Vision Alignment: Training the model to understand Demographic User Profile 

• Instruction Tuning: Training the model to respond to questions corresponding to user  

• Bias Mitigation: Training the model to unbias unhealthy and unethical interactions 



Visual Alignment

• Parameters of the LLM and Vision Encoder are frozen.
• Only the Multi-Layer Perceptron (MLP) layer is fine-tuned during this phase.
• The training pipeline incorporates user profiles and images.
• The text input to the LLM is intentionally left empty.
• This setup ensures the model learns user profiles based on visual information, not linguistic context.



Instruction Tuning
The MLP and Vision Encoder are frozen.

LLM layers are tuned using instruction tuning on user-aware Q&A pairs.

Two tuning methods are applied:
• Low-Rank Adaptation (LoRA) (Hu et al., 2021)
• Sparse Mixture of LoRA Experts (MoLE) (Chen et al., 2024b)

User-aware Q&A pairs combine a user image with personalized questions and answers, generated from the 
robot’s perspective.



Bias Mitigation

• Focuses on ensuring the model gives ethical and responsible responses, especially for sensitive, offensive, or unethical content.
• Addresses the challenges of aligning with ethical standards, both universal and community-specific.
• Introduces bias-aware preference optimization due to the difficulty of data collection.
• Keeps the Vision Encoder and MLP layer frozen.
• LLM layers are instruction-tuned to mitigate biases (e.g., racism, sexism, inappropriate content).
• Uses Direct Preference Optimization (DPO) (Rafailov et al., 2024), a computationally efficient alternative to RLHF
• DPO directly optimizes the policy using a binary cross-entropy objective, aligning responses with human preferences.



Experiment

• We train our method on PaliGemma 2 base 3B and 10B (details on paper) 

• Baselines are: 

LLaMA 3.2 11 B | LLaVA 1.6 Mistral | LLaVA 1.5 Vicuna | Pixtral 12B 

• Benchmarks: 
User-aware VQA:  (To Evaluate the Level of QA Personalization)  (1) ElderlyTech-VQA (2) User-VQA 

Facial Features Understanding:   (To evaluate User Understanding) (1) Emotion, (2) Race, (3) Age, (4) Gender, (5) Face attribute, (6) Face Counting 

General Purpose VQA:   (To evaluate general ability and reassure of catastrophic forgetting) COCO, in the wild, SEED, VQAv2 

Bias Mitigation: BiasDPO-vision  

• Metrics:  Rouge 1 and BERTScore 

• Hardware:   

• 8* Nvidia H200 140 GB (4h for instruction tuning, two epoch - €100) 

• 1*Nvidia A100 80GB (36h for instruction tuning, three epoch)



Systematic Evaluation

•Personalized QA Evaluation (to generalize and avoid over-personalization or overfitting) 
•Facial Feature Understanding
•General-Purpose QA Evaluation (to avoid catastrophic forgetting)
•Bias Evaluation (to be sure model avoid stereotyping and is ethical)
•Computation Cost and Performance (in terms of Inference FLOP) 
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User-aware VQA



Facial Features Understanding



General Purpose QA Understanding



Bias Mitigation



Runtime Performance



Thanks for listening ,  
Questions?

rahimi@isir.upmc.fr
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