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SmolVLA: sorting cubes based on colors
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Instruction:
Put the red 
cube in the 

right box and 
the blue cube 
in the left box



VLAs: vision-language-action models
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VLAs: vision-language-action models
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SmolVLA: overview

SmolVLA

Community datasets Affordable robots
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● Community datasets
● ~ 480 datasets
● Tabletop manipulation tasks
● VLM annotation

● So100, So101
● 100s $ 
● 3D printed robots

● Small (0.45B params)
● Efficient at training/inference
● Asynchronous inference



SmolVLA: model architecture

SmolVLA
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SmolVLA: model architecture

● VLM (SmolVLM-2)
● Action expert 

(transformer + flow 
matching)

● Linear connectors



SmolVLA: model architecture

Self-Attention

Self-Attention

Self-Attention

Cross-Attention

Cross-Attention

Self-Attention

Task: Grasp the 
object and put it in 

the bin
State Noisy Actions

[at ,at+1 … ,at+H] 

KV

KV

QKV

Vision-Language Model

Action Expert

8

● Skipping layers
● Interleaved CA/SA
● States to prefix 
● Causal attention on 

actions
● Few visual tokens



SmolVLA: action expert with flow matching 

Lipman, Yaron, et al. "Flow matching for generative modeling." arXiv preprint arXiv:2210.02747 (2022).
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SmolVLA: pretraining on community datasets

Community datasets
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SmolVLA: pretraining on community datasets
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Datasets uploaded to the 
Hugging Face hub

SmolVLA pretraining dataset

(Other VLAs are trained on more than  1M 
episodes, e.g. OpenVLA/PI0)



13

SmolVLA: pretraining and multitask finetuning

+ 11.7 pt
+ 27.6 pt



SmolVLA: asynchronous inference

Affordable robots
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SmolVLA: asynchronous inference
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SmolVLA: asynchronous inference
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SmolVLA: asynchronous inference
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SmolVLA: asynchronous inference
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SmolVLA: asynchronous inference
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SmolVLA: asynchronous inference
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● Performance on par with sync inference in typical evaluation setups
● Faster to complete tasks
● Better reactivity and adaptability to environment changes



SmolVLA: sync vs async inference
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● Async inference is faster
● Complete more tasks in fixed time frame



SmolVLA: main results (real world)
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SmolVLA: main results (simulation)
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SmolVLA: ablation study (skipping layers)
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VLM-500M



SmolVLA: ablation study (action expert size)
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SmolVLA: ablation study (attention mask)
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SmolVLA: ablation study

27

Sampling more observations leads to better 
scores

Training to predict chunk of actions is better 
than predicting single action



SmolVLA: new robot (So101)
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SmolVLA: conclusion
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Future work:

● Pretraining on more community and academic datasets
● Cross-embodiment training
● Scaling model size
● Better VLMs for robotics

Resources: 30K GPUhs + 100s euros for the hardware + 1-2 people

Code and assets in LeRobot: https://github.com/huggingface/lerobot

https://github.com/huggingface/lerobot

