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Surgical robotics: spine surgery

* ANR PRME (mono-team) project at ISIR (2024-2029)

* ClusterlA Sorbonne Univ. PostGenAl@ Paris (2025-2030)

* PAC « surgical block » with Raphael Vialle
* Orthopaedics department at APHP, Trousseau hospital

* |UF project 2024-2030
* Ultimate goal: robot « co-manipulation » during intervention
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Surgical robotics: spine surgery
Surgical Block at APHP-Trousseau

* Pre-surgery
* Diagnosis, e.g., scoliosis

Incurvation en «S».
de la colonne

Réalignement du
dos pariesitiges
d'arthrodese

i 'A



Surgical Platform at AHPH/ Trousseau

* Surgery
e Patient on their stomach
* Only back part of vertebrae visible
* Fine-grained & sensitive surgery
* Spinal cord, aorta
* ~80% of ‘correct’ screw placement
» Useful to correct pathology




Robust Al in surgical robotics
Goal : More robust platform

Al for per-operative navigation
] . Surgeon comanipulating
—> Advanced visual perception the robot

Drilling unit
“"5'

e Add co-manipulated controllers / robots
—> Language-driven interaction
—> Focus surgeons’ mental load

e Uncertainty Quantification (UQ) and
explainability of Al decisions = Fiducial markers >

for registration A
=> Enhance acceptability of patients / medical \é‘
teams

7 DoFs robotié

arm
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Axis 1 : VLM-based planning

“Go to L5G vertebra”

— How to do so?
v' Move front to the spinal column
v Locate L5G in the image
v GotolL5G

Axis 2: Hybrid Controllers

“Move front to the spinal column”

=> Residual controllers with
learned residual : frictions,
contacts, vibrations

Axis 4 : Al-guided Spine surgery
Visual perception / navigation

Axe 3 : Uncertainty

Quantification (UQ) &

Explainability

UQ in segmentation :

Segmentation fails
Why?
What do do?




Axis 4 - Navigation system at APHP / trousseau

Registration surgical tools
<->scan : 3D visualization

Scan pre-per op Surgery, e.g., pedicle
screw insertion



Axis 4 - Visual Perception: segmentation

* Pre-op 3D scans Al-driven
segmentation

* Segment individual vertebrae +
sub-structures

* Vertebral bodies, disks, ,
spinous processes, vertebral
laminae, Transverse processes,

+ spinal canals




AXxis 4 - Concept graph

* Segmentation: object centric

representations

* Concept graph: relation between

structures

* Input for navigation, planning

Boxes + Classes

I 8
Cystic Plate Cystic Duct

Backbone T T T mum—

Calot Triangle

Edge Proposal
+
Classification

Anatomy-Aware Representation
Latent Graph

Class: Cystic Artery

Object Set (Nodes)

Query:
© Object 1 is a stool with position...
© Object 2 is a carpet with position...
What is the relationship between 1 and 2?

LLM

L4

LLM Response:
© Object 1 is on the top of @ Object 2.

Segmentation / Grounding

“Find somewhere comfy to sit”




Axis 1 - language-driven planning

“Goto LSG vertebra

e Make human-robot

interactions smoother spinal column
* Leverage reEER/’Ic LM v'Locate L5G in the
progress in S S g
to represent knowledge A 'mage
§ v GotoL5G

Challenges in Al
* Grounding LLMs/VLMs in the real world
* Joint training of planning and control
* Domain shift in surgical robotics



Axis 1 - ongoing works

LLMs / VLMs for planning in robotics, “embodied Al”
* Instruction-based planning

Goal: clean some Plan.
tomato and put it Go to fridge 1

on countertop. Open fridge 1

Take tomato 1 from
fridge 1

Close fridge 1

Go to sinkbasin 1
Clean tomato 1 with

Planner »

sinkbasin 1

Go to countertop 1
Put tomato 1 in/on
countertop 1



Axis 1 - ongoing works: PhD Salim Aissi

* Fine-tuning

LLMSs, prompt

overfitting, NAACL' 25
* Solutions to mitigate the pb

P1: Possible actions of the agent: close
the fridge, Put the dirty plate in the fridge ...
Goal: Clean the Kitchen
Observation: You can see a fridge....
Inventory: You are carrying ...
Next action of the agent:

P2: <Begin Possible actions> close the fridge, Put
the dirty plate in the fridge... <Close Possible
actions>

<Begin Goal> Clean the Kitchen <End Goal>

<Begin Observation> You can see a fridge....<End
Observation>
<Begin Inventory>You are carrying...<End

* VLMs for visual perception
e VLM -> Text description
* LLM for reasoning

Observation

Goal: Heat the apple and put in
on countertop

Inventory>
Next action of the agent:
=

Env N T T 0 P t """" rj =0

Goal g: A Pi= 1 ;
Clean the kitchen t 9 t

Pi(o',9) p;
Observation ©' : — PN o'\g —-—
You can see a j(o ’g) p]
fridge....
@
a;

insert olive oil into kitchen cupboard f cold water from kitchen

.

/~ 7 VIPER 2
Perception Reasoning Module (LLM)
Module | Goal: Heat the apple and putinon |
(VLM) : countertop

-1 Observation: The image shows a

Perception Module output: i microwave oven sitting on top of table:

The image shows a microwave

oven sitting on top of table

Reasoning Module output:
Open microwave 1

S—

L. Soulier, O. Sigaud, C. Grislain, M. Chetouani + Flowers INRIA




Axis 1 - ongoing works & perspectives

* Including explicit reasoning: feedback loop between reasoning ->
perception: VQA

(a)
v Goal
9€6

—
-

* Joint learning of planning & control

Observation

Environment ‘

Goal: put two
watch in drawer

Agent

Action
ac A

Your task is to: find a
keychain and put it in
drawer.

iw/o Interleaved Perception Reasoningl»

The image describes a 3D-rendered scene of a simple, modern living
room. It features a flat-screen TV with a silver bezel placed on a dark
brown wooden media stand. A remote control lies on the stand's right
side, and a small dark object sits on the left. The setup is positioned
against a warm orange-tan wall, with part of a white door visible o the
left and a light brown wooden floor below. The lighting is soft and
overhead, casting gentle shadows and reflections, giving the scene a

. (b) Perception refinement phase: | (c) Action phase:
| Answers [T v Geald.
A @) Prompt(dy,Q,A) “ | ietory: b
: ' R “'Observation: d 7
: Final Description | iNext actionof the agent:
A dy | = # “““““““““
LoRa J
Perception Reasoning%\"‘*"'/
(VLM) (LLM) — Qcélon
Observation |
o=0(s
| 3
—— XN
/~ , A
_,{ Diusion | _ o
policy sequence of
actions

sequence of subgoals

clean, minimalistic, game-like appearance.

= ] with Interleaved Perception Reasoning |
The image shows a simple indoor scene centered on a felevision
setup. A flat-screen TV sits on a medium-brown wooden stand
against an orange wall. On the stand are a TV remote and a small
dark keychain. To the left, part of a white door is visible, and the
floor is light brown wood. The TV is turned off, and there are ne
drawers in view.




Axis 2 - hybrid controllers: PhD Zakariae El Asri

Hybrid reinforcement learning
Model-based (MBRL) / model —free (MFRL)

;‘} Asymptotic performance
i} Asymptotic performance

Q Sample efficiency

d} Sample efficiency
Q Time efficiency

fj} Time efficiency
Model-Based RL
Model-Free RL

S5 A ( — ) Rt S | Agent ||
g

state reward action

>
Agent i s, | IR, A

i R [
state reward . Ll .
action : .
LY R, A §¢5,.. Environment ]4—
R [ ’ | .
—— .
PR Environment ]4—




Axis 2 — Physics informed world models PhD Z. El Asri

* Physics-informed world * Direct learning on real robots

models: RLC'24 » Real-Time Hybrid control with

Physics (RT-HCP), IROS’25
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Axis 3 - Uncertainty Quantification (UQ)

UQ : Robustness & interactions

* Detect inability to predict => abstain

B
> oot P
C (029) o NG ™ certain?
: : risk-aware output predictive g
put Images Bayesian model distributions @ @ ’ r:)fgregc)

=> Trigger surgical team, interact

15



Axis 3 - Vision-Language Models (VLMs)

e Text—image (CLIP) [1]: zero-shot prediction, «foundation model»

(1) Contrastive pre-training (2) Create dataset classifier from label text
Pepper the v
Text 2 e £ ‘
aussie pup — || A photo of Text
Encoder ; — . . [ Encoder ‘ } |
Y Y A \
T T, Ts Tn —_—
i LT, | T, | 1T I, Ty _—
! S B ""M1 (3) Use for zero-shot prediction v ¥
> I LT | T | Ty | . | LTx ' T | T | Ty T
Image 4 ; .
—_—— 1 IyT, | LT | BT L Ty
Encoder : s ol Bl N ) LT | T | T - 1Ty
L > Iy INT) | InT2 | InTa | .. |IeTw | A photo of
a
[1] Learning Transferable Visual Models From Natural Language Supervision. 1. Radford, J. W. Kim, C. Hallacy, A. Ramesh, G. Goh, S. Agarwal, G. Sastry, A. Askell, P. 16

Mishkin, J. Clark, G. Krueger, I. Sutskever. ICML 2021



Axis 3 - UQ for Vision-Language Models (VLMs)

Input image

X «A wolf with a thick fur coat

stands proudly, gazing into

the distance as the cold wind
brushes through its fur.”

7 “A beautiful Czechoslovakian
Wolfdog looking at us.”

Set of textual captions

Vision
Encoder

Black-box
VLM

&

Text ®
Encoder

—>Zy

| Prediction

* Failure prediction for VLMs [2]
* Ongoing work: learning a foundation model for UQ

[2] M. Lafon et.al., ViLU: Learning Vision-Language Uncertainties for Failure Prediction. ICCV 2025.

ViLU |
|
| v ViLU .
: embedding : Failure
> VA rediction
I Zy, > § 9 : | P
I > g % =% > E > Y
I Zy, —> Qg z; |
l 4 } = I i
Z,, P>
I Y I r
| | wBCE
VLM | (Ea9)
|
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AXxis 3 - Foundation models in robotics
* « Vison Language Action » (VLA), e.g., OpenVLA, SmolVLA [3]

* Learning policies on a wide range of tasks and robot configurations

LAction De-Tokenizer J_l
t ot
. N N Ax
Llama 2 7B AGrip
o 7D Robot
Input Image 3 3 3 - D &8 Action
f f £ % % F % F f B |
“Put eggplant @ MLF P ‘ L Llama Tokenizer |
Language Instruction ! f

» “What should the robot do to {task}? A:”

[3] M. Shukor et.al. SmolVLA: A Vision-Language-Action Model for Affordable and Efficient Robotics. Arxiv, 2025

18



Axis 3 - Foundation models in robotics

* |-FailSense: Failure precision of VLAs
* Semantic misalignment

Oo(Did | do the task correctly?>

| Semantic misalignement error detection

t i
Put the blue block ﬁ

I on the table l

_J

* Use/ Fine-tune VLMs to detect if trajectories fulfil the goal

[4] C. Grislain et.al. I-FailSense: Towards General Robotic Failure Detection with Vision-Language Models. Arxiv, 2025 19



Al for surgical robotics: conclusion

* Highly transdisciplinary topic: statistics, machine learning, computer
science, robotics, surgery

* Challenges:

e Data availability: collecting data at APHP, work on public data too
* Robotics: validation on simulators vs real data
* No simulator in spine surgery
* Real data limits the experiments on closed loop control
* Opportunities:
* Highly promising adaptations of recent generative Al models
* Working on useful and rewarding applications related to healthcare
* Gathering several capabilities at ISIR: from surgeons to ML researchers



Thank you for your attention

e Questions ?
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